COMP SUPERSCALAR

COMPSs at BSC

Supercomputers Manual

VERSION: 2.2
October 20, 2017

Barcelona
Supercomputing

Center

Centro Nacional de Supercomputacion




This manual only provides information about the COMPSs usage at MareNostrum.
Specifically, it details the available COMPSs modules, how to load them and how to cre-
ate and track COMPSs jobs.

If you want to install COMPSs on your local machine please refer to the COMPSs
Installation Manual available at our webpage http://compss.bsc.es.

For further information about the application’s execution please refer to the COMPSs
User Manual: Application execution guide available at http://compss.bsc.es .

For further information about the application’s development please refer to the COMPSs
User Manual: Application development guide available at http://compss.bsc.es/|.

For full COMPSs example application (codes, execution commands, results, logs, etc.)
please refer to the COMPSs Sample Applications available at http://compss.bsc.es/
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1 COMP Superscalar (COMPSs)

COMP Superscalar (COMPSs) is a programming model which aims to ease the develop-
ment of applications for distributed infrastructures, such as Clusters, Grids and Clouds.
COMP Superscalar also features a runtime system that exploits the inherent parallelism
of applications at execution time.

For the sake of programming productivity, the COMPSs model has four key charac-
teristics:

e Sequential programming: COMPSs programmers do not need to deal with the
typical duties of parallelization and distribution, such as thread creation and syn-
chronization, data distribution, messaging or fault tolerance. Instead, the model
is based on sequential programming, which makes it appealing to users that either
lack parallel programming expertise or are looking for better programmability.

e Infrastructure unaware: COMPSs offers a model that abstracts the application
from the underlying distributed infrastructure. Hence, COMPSs programs do not
include any detail that could tie them to a particular platform, like deployment or
resource management. This makes applications portable between infrastructures
with diverse characteristics.

e Standard programming languages: COMPSs is based on the popular program-
ming language Java, but also offers language bindings for Python and C/C++ ap-
plications. This facilitates the learning of the model, since programmers can reuse
most of their previous knowledge.

e No APIs: In the case of COMPSs applications in Java, the model does not require
to use any special API call, pragma or construct in the application; everything is
pure standard Java syntax and libraries. With regard the Python and C/C++
bindings, a small set of API calls should be used on the COMPSs applications.



2 Common usage

2.1 Available COMPSs modules

COMPSs is configured as a Linux Module. As shown in next Figure, the users can
type the module available COMPSs command to list the supported COMPSs modules
in the supercomputer. The users can also execute the module load COMPSs/<version>
command to load an specific COMPSs module.

The following command can be run to check if the correct COMPSs version has been
loaded:

2.2 Configuration

The COMPSs module contains all the COMPSs dependencies, including Java, Python
and MKL. Modifying any of these dependencies can cause execution failures and thus,
we do not recomend to change them. Before running any COMPSs job please check
your environment and, if needed, comment out any line inside the .bashrc file that loads
custom COMPSs, Java, Python and/or MKL modules.

The COMPSs module needs to be loaded in all the nodes that will run COMPSs jobs.
Consequently, the module load must be included in your .bashrc file. To do so, please
run the following command with the corresponding COMPSs version:

Log out and back in again to check that the file has been correctly edited. The next
listing shows an example of the output generated by well loaded COMPSs installation.



2.3 COMPSs Job submission

COMPSs jobs can be easily submited by running the enqueue_compss command. This
command allows to configure any runcompss option and some particular queue options
such as the queue system, the number of nodes, the wallclock time, the master working
directory, the workers working directory and number of tasks per node.

Next, we provide detailed information about the enqueue_compss command:
















3 MareNostrum 4

3.1 Basic queue commands

The MareNostrum supercomputer uses the SLURM (Simple Linux Utility for Resource
Management) workload manager. The basic commands to manage jobs are listed below:

e sbatch Submit a batch job to the SLURM system
e scancel Kill a running job

e squeue -u <username> See the status of jobs in the SLURM queue

For more extended information please check the SLURM: Quick start user guide at
https://slurm.schedmd.com/quickstart.html .

3.2 Tracking COMPSs jobs

When submitting a COMPSs job a temporal file will be created storing the job informa-
tion. For example:



https://slurm.schedmd.com/quickstart.html

In order to trac the jobs state users can run the following command:

The specific COMPSs logs are stored under the ~/.COMPSs/ folder; saved as a local
runcompss execution. For further details please check COMPSs User Manual: Application
Ezecution available at our webpage http://compss.bsc.es|.
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4 MinoTauro

4.1 Basic queue commands

The MinoTauro supercomputer uses the SLURM (Simple Linux Utility for Resource Man-
agement) workload manager. The basic commands to manage jobs are listed below:

e sbatch Submit a batch job to the SLURM system
e scancel Kill a running job

e squeue -u <username> See the status of jobs in the SLURM queue

For more extended information please check the SLURM: Quick start user guide at
https://slurm.schedmd.com/quickstart.html .

4.2 Tracking COMPSs jobs

When submitting a COMPSs job a temporal file will be created storing the job informa-
tion. For example:
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https://slurm.schedmd.com/quickstart.html

In order to trac the jobs state users can run the following command:

The specific COMPSs logs are stored under the ~/.COMPSs/ folder; saved as a local
runcompss execution. For further details please check COMPSs User Manual: Application
Ezecution available at our webpage http://compss.bsc.es|.
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5 Nord 3

5.1 Basic queue commands

The Nord3 supercomputer uses the LSF (Load Sharing Facility) workload manager. The
basic commands to manage jobs are listed below:

e bsub Submit a batch job to the LSF system

e bkill Kill a running job

e bjobs See the status of jobs in the LSF queue
e bqueues Information about LSF batch queues

For more extended information please check the IBM Platform LSF Command Refer-
ence at https://www.ibm.com/support/knowledgecenter/en/SSETD4_9.1.2/1sf_kc_
icmd_ref .html|.

5.2 Tracking COMPSs jobs

When submitting a COMPSs job a temporal file will be created storing the job informa-
tion. For example:
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In order to trac the jobs state users can run the following command:

The specific COMPSs logs are stored under the ~/.COMPSs/ folder; saved as a local
runcompss execution. For further details please check COMPSs User Manual: Application
Execution available at our webpage http://compss.bsc.es .
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6 Enabling COMPSs Monitor

6.1 Configuration

As supercomputer nodes are connection restricted, the better way to enable the COMPSs
Monitor is from the users local machine. To do so please install the following packages:

o COMPSs Runtime
o COMPSs Monitor
o sshfs

For further details about the COMPSs packages installation and configuration please
refer to the COMPSs Installation Manual available at our webpage http://compss.bsc.|
. If you are not willing to install COMPSs in your local machine please consider to
download our Virtual Machine available at our webpage.

Once the packages have been installed and configured, users need to mount the sshfs
directory as follows. The SC_USER stands for your supercomputer’s user, the SC_ENDPOINT
to the supercomputer’s public endpoint and the TARGET_LOCAL_FOLDER to the local folder
where you wish to deploy the supercomputer files):

Whenever you wish to unmount the sshfs directory please run:

6.2 Execution

Access the COMPSs Monitor through its webpage (http://localhost:8080/compss-monitor
by default) and log in with the TARGET_LOCAL_FOLDER to enable the COMPSs Monitor
for MareNostrum.



http://compss.bsc.es
http://compss.bsc.es
http://localhost:8080/compss-monitor

Figure [1] illustrates how to login and Figure [2| shows the COMPSs Monitor main page
for an application run inside a Supercomputer.
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Login with the UNIX username or the absolute path of .COMPSs folder you wish to monitor.
Leave in blank for default configuration values.

| Login |

Figure 1: COMPSs Monitor login for Supercomputers
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Figure 2: COMPSs Monitor main page for a test application at Supercomputers
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Please find more details on the COMPSs framework at

http://compss.bsc.es
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